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RIPE Atlas coverage



Introduction to RIPE Atlas
Section 1
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An Introduction

• RIPE Atlas is a global active measurements platform

• Goal: view Internet reachability

• Probes hosted by volunteers

• Data publicly available 
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RIPE Atlas Measurements

• Built-in global measurements towards root nameservers 

- Visualised as Internet traffic maps 

• Built-in regional measurements towards “anchors”

• Users can run customised measurements 

- ping, traceroute, DNS, SSL/TLS, NTP and HTTP*
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Probes and Anchors

• 12,000+ probes connected (800+ RIPE Atlas Anchors)

• 15,000+ results collected per second

• 35,000+ measurements currently running

RIPE Atlas probe RIPE Atlas anchor
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RIPE Atlas Software Probes
• Software packages that work like regular probes

• Install and run on your (virtual), machines, routers, servers etc

• Currently supporting: 

- CentOS 8; Debian (9, 10 and 11) and Raspbian; Docker; Turris Routers

• Further information: atlas.ripe.net/docs/software-probe/

Apply to host a software probe: 
https://atlas.ripe.net/apply/swprobe

https://atlas.ripe.net/apply/swprobe


Creating a Measurement
Section 2
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Benefits of Your Own Measurements

• Customer problem: cannot reach your server

- Schedule measurements (pings or traceroutes) from up to 1,000 
RIPE Atlas probes worldwide to verify where the problem is;

• Measuring packet loss on suspected “bad” link;

• Testing anycast deployment.
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Credits System

• Measurements cost credits 

- ping = 10 credits, traceroute = 20, etc.

• Why? Fairness and to avoid overload 

• Spending limit

• Max number of measurements 
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How Can you Earn Credits?

• Hosting a RIPE Atlas probe

• Being a RIPE NCC member

• Hosting an anchor 

• Sponsoring probes
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Credits Overview
My Atlas > Credits

My Atlas > Credits

Give credits to someone
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Looking Up Measurements Results
Go to “Measurements, Maps and Tools” > “Measurements”

D



Available Visualisations: Ping

List of probes 
sortable by RTT

LatencyMON  
compare multiple latency trends

Map  
colour-coded by RTT
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Available visualisations: traceroute

TraceMON:  
network topology, latency and 

nodes information

IPMap(beta):  
hops geolocation on 
map (prototype)

https://labs.ripe.net/Members/massimo_candela/tracemon-traceroute-visualisation-network-debugging-tool
http://github.com/RIPE-Atlas-Community/openipmap
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Available visualisations: DNS

Map:  
colour-coded response  

time or diversity

List of probes:  
sortable by response time
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Raw Measurement Data download
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RIPE Atlas Data on BigQuery
• RIPE Atlas measurement results 

available via Google BigQuery

• General purpose data warehouse

• SQL query language on top

• Great for rapid investigation

• Build complex analyses, or just heavy 
filtering prior to local analysis

https://github.com/RIPE-NCC/ripe-
atlas-bigquery/ 

https://labs.ripe.net/tools/



Command-line Interface 
(CLI) Toolset

Section 3
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RIPE Atlas CLI
• Familiar output (ping, dig, traceroute)

• Linux/OSX

- http://ripe-atlas-tools.readthedocs.org/en/latest/
installation.html#requirements-and-installation

• Windows [experimental]

- https://github.com/chrisamin/ripe-atlas-tools-win32

Installing the CLI tool

http://ripe-atlas-tools.readthedocs.org/en/latest/installation.html#requirements-and-installation
http://ripe-atlas-tools.readthedocs.org/en/latest/installation.html#requirements-and-installation
https://github.com/chrisamin/ripe-atlas-tools-win32
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RIPE Atlas CLI
• Open source

-  RIPE NCC led community contribution

• Documentation

- https://ripe-atlas-tools.readthedocs.org/

• Source, if you want to contribute: 

- https://github.com/RIPE-NCC/ripe-atlas-tools/
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Security Aspects
• Probes:

- Hardware trust material (regular server address, keys)

- No open ports; initiate connection; NAT is okay

- Don’t listen to local traffic 

- No passive measurements

• Measurements triggered by “command servers”

- SSH connections from probe to server

- initiated by probe

• Measurement  code published
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Contact Us
• https://atlas.ripe.net 

• Users’ mailing list: ripe-atlas@ripe.net  

• Articles and updates: https://labs.ripe.net/atlas  

• In the works: https://atlas.ripe.net/docs/in-the-works/

• Questions and bugs: atlas@ripe.net

• Twitter: @ripencc and #RIPEAtlas

https://atlas.ripe.net
mailto:ripe-atlas@ripe.net
https://labs.ripe.net/atlas
https://atlas.ripe.net/docs/in-the-works/
mailto:atlas@ripe.net


The future of RIPE Atlas
Things we are working on
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Front end changes
• UX

- Simplify probe management like transferring probes and 
measurements

- Requesting credits as a researcher through RIPE Atlas using a 
special Research Credit Pool

- Request elevated permissions for your measurement campaign

• UI

- Atlas will become a real web app

- Removal of all the promotional material into its own website
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Backend Changes
• Data will be split into hot and cold storage

- New data will be available faster

- Cluster will be much more stable with fewer bottlenecks

- Cold data (anything older than 1 month) will be available via the 
same API’s but potentially a bit slower

• Many more API’s

- Some completely new

- Many additional fields on the existing API’s

• New measurements

- StartTLS
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Other improvements
• RIPE Atlas will run more measurements for our users

- Common targets such as Google, Facebook and several CDN’s

• Overhaul of the probe page to show more things interesting 
for the probe host

• Improvements to the Measurement creation page to be 
faster, improve probe selection and better support for finding 
existing measurements

- Will be available for beta testing by September 18



Questions


